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(b) A map f: A— B between two R-algebras is called an algebra homomorphism iff:
(1) f is a homomorphism of R-modules; and
(it) f is a ring homomorphism.

Example 15

(@) A commutative ring R itself is an R-algebra.
[The internal composition law ""

and the external composition law "+" coincide in this case.]

(b) For each n e Z>1 the set M,(R) of n x n-matrices with coefficients in a commutative ring R
is an R-algebra for its usual R-module and ring structures.
[Note: in particular R-algebras need not be commutative rings in general!]

(c) Let K be a field. Then for each n € Z>1 the polynom ring K[Xj,..., X;] is a K-algebra for
its usual K-vector space and ring structure.

(d) If K is a field and V a finite-dimensional K-vector space, then Endg (V) is a K-algebra.
(e) R and C are Q-algebras, C is an R-algebra, ...

(f) Rings are Z-algebras.

Definition B.2 (Centre)
The centre of an R-algebra (A, +,-, %) is Z(A):={ae€A|a-b=b-a Vbe A}

C Tensor Products of Vector Spaces

Throughout this section, we assume that K is a field.

Definition C.1 (Tensor product of vector spaces)

Let V, W be two finite-dimensional K-vector spaces with bases By = {v,..., vp} and By =
{wi,...,wn} (m, n € Zsp) respectively. The tensor product of V and W (balanced) over K is by
definition the (n - m)-dimensional K-vector space

Ve W

with basis Byg,w = {vi®@w; |1 <i<n,1<j<m}

In this definition, you should understand the symbole "v; ® w;" as an element that depends on both v;
and w;. The symbole '®" itself does not have any hidden meaning, it is simply a piece of notation: we
may as well write something like x(v;, W/-) instead of "v; ® w;', but we have chosen to write "v; ® w;".
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Properties C.2

(@) An arbitrary element of V @k W has the form

n m

Z Aij(vi @ wj) - with {)‘U}F?g” <k

<j<m

i=1j=1
(b) The binary operation

By x By — Bvgw
(Vl', Wj) —> Vi ® Wj

can be extended by C-linearity to

—®—: VxW — VW
(v=XL1dvow = mw) = vew=31 3" Au(vi®w)) .

It follows thatV ve V,we W, Ae K,
VR (Aw) = (Av) @w = A(vR w),
andV x1,....,x,e V,y1,...yse W,
r S
(X))@ (2 u) =2, D xi®y;
i=1 j=1 i=1j=1

Thus any element of V ®k W may also be written as a K-linear combination of elements of
the form v@w with v e V,w e W. In other words {v®@w | ve V,w € W} generates V®@x W
(although it is not a K-basis).

(c) Up to isomorphism V ®k W is independent of the choice of the K-bases of V and W.

Definition C.3 (Kronecker product)

It A= (Al'l')ij e M,(K) and B = (st)rs € My (K) are two square matrices, then their Kronecker
product (or tensor product ) is the matrix

Notice that it is clear from the above definition that Tr(A® B) = Tr(A) Tr(B).
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Example 16
E.g. the tensor product of two 2 x 2-matrices is of the form

ae af be bf

a b e f | | ag ah bg bh
{c d]®[g h}_ e of de daf | MK

cg ch dg dh

o

Lemma-Definition C.4 (Tensor product of K-endomorphisms)

lff:V— Vandfh: W— W are two endomorphisms of finite-dimensional K-vector spaces V
and W, then the tensor product of f1 and f; is the K-endomorphism f; ® f; of V ®k W defined by

eh: VoW — VW
VR w = (hehHh)(vew):=f(v)®fH(w).

Furthermore, Tr(f1 ® f2) = Tr(fy) Tr(f2).

Proof: It is straightforward to check that 4 ® f, is K-linear. Moreover, choosing ordered bases By =
{vi,..., vp} and By = {wy, ..., wy,} of V and W respectively, it is straightforward from the definitions
to check that the matrix of /4 ® f, w.rt. the ordered basis Byg,w = {vi®w; |1 <i<n1<j<m}is
the Kronecker product of the matrices of f; w.r.t. By and of f, w.rt. to By. The trace formula follows. W



